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ABSTRACT
Recently, probabilistic topic models were successfully used
to achieve the personalization task using query logs. Fur-
thermore, it was established that the incorporation of user
profiles in these systems improves significantly their perfor-
mance due to prior knowledge of queries made by a user.
However, the proposed models are static, while the data are
often collected over time. Moreover, in the case of processing
large volumes of data, that can extend over a wide period,
it becomes difficult to classify all results that have appeared
during this period. Then, personalization systems can not
deal with new users. To overcome these limitations, we
propose a model called the Dynamic personalization Topic
Model (DpTM), that personalizes search dynamically and
addresses the challenging problem of predicting results for
new users. We compare our model, with recent topic mod-
els and used them to rank results by their likelihood given a
particular user/query pair. Experiments on real data show
the effectiveness of our approach.
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1. INTRODUCTION
Personalization has been a very active area of research

in recent years. Indeed, the construction of user profiles
is an important component of any personalization system.
Some common uses of personalization include customizing
the appearance and content of many websites and creating
search engines that exploit user profiles. Theses engines can
play an important part in commercial applications.

However, search engines return results based primarily on
the submitted queries. Nevertheless, the same query could
be used in different contexts since individual users have dif-
ferent interests. To improve the relevance of search results,
it is necessary to re-sort the ranked lists according to the
learned user profile.

Thus, in order to enhance rankings, personalization adds
to the conventional search systems, a component, which is
the user profile, beyond merely his/her issued query. The
key idea is that by understanding some information about
the user issuing a query, we can adapt the ranked lists so
that the likelihood of highly rated results being relevant is
increased. Furthermore, many studies have subsequently
shown that the greatest care must be taken when applying
personalization to avoid damaging an already near-optimal
ranked list [7, 20].

Recently, probabilistic topic models [2, 19] were success-
fully used to achieve the personalization task using query
logs, by making use of prior knowledge of the user’s previous
search behavior to infer his/her topical interests. However,
in such models, the user’s profile is considered static, when
in fact, the user’s interests may change over time. Indeed,
the majority of large datasets processed by topic models do
not have static co-occurrence patterns. On the contrary,
they are dynamic. The data collection is often over time,
and in general, the patterns present in the first part of the
collection are not in effect later. The prominence of topics is
experiencing ups and downs. They can be separated or they
can merge to form new topics. For example, in this paper,
we use query logs from a real online products comparator
which generates 25, 000 transactions per month, and we ob-
serve a net change in the proposed products every 3 months.
Thus, it becomes necessary to capture the evolution in the
user’s interests, as this will enables a gain in precision and
memory management since it is very difficult to pertinently
classify the results when data cover very broad periods if the
dynamic is not incorporated in the model.

In this paper, we propose to build a personalized and dy-
namic ranking model, where user profiles are constructed
from the representation of the results that were selected by
the users over a topic space. We use latent topic models to
determine these topics by assuming that a topic is a prob-
ability distribution over the user’s query (the query is com-
posed of words). Therefore, the topic space is extracted
directly from the query logs without requiring human inter-
vention to define these topics as would be the case if we had
used a human-generated ontology to specify the topics [18,
8]. We also propose to address a limit of personalization
systems, which lies in the fact that they are not able to deal
with new users. Our contribution consists on incorporating
the dynamics of fluctuating interests over time into person-
alization with topic models, and dealing with new users.

We present experimental results with two real-world data-
sets based on real users. The first one is composed of queries



from a website that compares online products based on users
search criteria. The second one is the AOL Search dataset,
which is a collection of real query log data. Our experi-
ments performed on these data show that by introducing
the user profiles and the dynamics in the ranking model,
we can provide lists, the classification of which is greatly
improved compared to the lists that can be generated by a
static model.

The rest of the paper is organized as follows. In section
2, we present the related work. Section 3 describes our Dy-
namic personalization Topic Model. In Section 4, we discuss
the experimental setting. The results and the model evalu-
ation are discussed in Section 5. Section 6 brings this paper
to the conclusion and future work.

2. RELATED WORK
The e-marketing techniques are used to explore the client

relationships and the ongoing interaction. This interaction
enables to discover the interests of users and consequently
gives the information that may interest them at the right
time. To achieve these ends, we should first gather informa-
tion about users and build their profiles from the analysis of
this information.

The approaches differ depending on the length of the used
profile data and how the chosen data are turned into a suit-
able user profile. In [23], only the information from the cur-
rent search session has been considered to build short-term
profiles. In [17], the authors attempted to build longer-term
user profiles. In [1], it was shown how these short and long-
term profiles can be combined.

After the selection of prior interaction data, it must be
converted into a user profile in order to form a representa-
tion of the user’s interests. Different techniques can be used
to generate these profiles. In [14], an approach which uses
vectors of the original terms has been proposed. An other
approach used in [16] aims to map the user’s interests onto a
set of topics, which can be defined by the users themselves.
Finally, an approach allows to extract these topics from large
online ontologies of web sites, such as the Open Directory
Project [6].

A new idea takes hold, consisting on using latent topic
models to determine the topics instead of employing a human-
generated ontology. In fact, topic models, such as latent
Dirichlet allocation (LDA) [4], are hierarchical Bayesian mod-
els of discrete data. They have become an indisputable tool
for exploratory and predictive analysis of text. They posit
that a small number of distributions over words, called top-
ics, can be used to explain the observed data.

In this context, new LDA-based models for the analysis
of the problem of personalized search have been introduced
in [5, 10]. The contribution of these works is the integration
of a user/topic distribution in the graphical model, which
means that the user plays a part in the generation process.
The obtained results did not give the desired effect wherein
personalization increases the performance. The authors as-
sumed that this negative effect on the ranking lists, might
be due to the integration of the user in the generation pro-
cess, which makes him/her very influential in the model and
can be overwhelming information derived from the observed
data, while it can be more useful. In [9], a model called
the Personalized Topic Model (PTM) was presented for per-
sonalized search from query logs using sets of latent topics
derived directly from the log files themselves, where the user

is not included in the generation process, but rather is subtly
introduced as part of the ranking formula. The authors have
observed an improvement in performance compared to non-
personalized models. In addition, this model is particularly
effective in cases of sparse prior data where click frequencies
can not be used to generate good ranked lists.

Concerning the topic models, most of them assume that
the data are exchangeable in the collection, which means
that their probability is time invariant. However, many data
collections, evolve over time. In [3], the authors proposed
the Dynamic Topic Model which uses a state space model
on the natural parameters of the multinomial distributions
that represent the topics. This model requires that the time
is discretized into several periods, and within each period,
LDA is used to model the data. To test this model, the
authors have analyzed the journal Science from 1880−2002,
assuming that articles are exchangeable within each year.
Moreover, the authors of [24] proposed two models DPChain
and HDP-EVO as solutions to evolutionary clustring. In
fact, these models can automatically learn the number of
clusters from data that evolve over time.

In this paper, we present a model for dynamic personal-
ized search, based on query logs using latent topics derived
directly from data. In our model, the user is not included as
part of the generative process but we have subtly introduced
him/her within the ranking formula. Moreover, we propose
an approach to deal with new users. Experiments conducted
on real data demonstrate performance improvements com-
pared to static models.

3. DYNAMIC PERSONALIZATION TOPIC
MODEL

3.1 The model description
In this section, we present our Dynamic personalization

Topic Model (DpTM), the graphical model of which is given
in Figure 1.

Figure 1: Graphical model of the Dynamic person-
alization Topic Model (for two time slices t1 and t2).

The model involves an observed resource d ∈ {1, ..., D}
(product or URL), a latent topic variable z ∈ {1, ..., Z},
an observed word w ∈ {1, ...,W} and an observed user
u ∈ {1, ..., U}. This structure is repeated for all words in
a user’s query, all queries made by the user and all users in



the log file. The model is used to derive topic allocations
for each resource in the log file and to determine each user’s
topical interest profile.

The model parameters are: θd which is a probability vec-
tor over topics for each resource, βz which is a probability
vector over words (composing a query) for each topic, and
ψu|z which is a probability vector over users for each topic.
Symmetric Dirichlet priors with hyperparameters α and γ
are placed over θ and ψ in order to prevent them from over-
fitting the data. Regarding topics, when z is unshaded, then
it is latent, and when it is shaded, then it has converged
and thus becomes observable. Consequently, it can be used
to identify the user’s topical interests. When the vertical
arrows are removed, there is rupture of the dynamics, the
graphical model reduces to a set of independent Personal-
ization Topic Models. With time dynamics, the zth topic at
slice t has evolved from the zth topic at slice t− 1.

First, we recall the principle of the Dynamic Topic Model
(DTM). In a time stamped data collection, the aim of this
system is to model the observed changes in the latent topics
through the course of the collection. For example, in the
field of e-commerce, a single topic will evolve as the user’s
interests associated with it change. In the DTM, data are
divided into sequential groups, and the topics of each slice
evolve from the topics of the previous slice. We assume that
data in a group are exchangeable and that a topic is rep-
resented as a distribution over the fixed vocabulary of the
collection. This model assumes that the evolution of the nat-
ural parameters of the multinomial distributions that rep-
resent the topics is governed by a discrete-time state space
model. This can be seen as a time-series extension to the
logistic normal distribution [22].

However, the DTM is a non-personalized model. Thereby,
we propose to extend it to consider both the dynamics and
the topical interests of users. Thus, the two-phase generative
process of the DpTM is represented by the following steps:

1. Draw topics βt|βt−1 ∼ N (βt−1, σ
2I)

2. For each resource d, draw a multinomial θd from a
Dirichlet prior α such that: αt|αt−1 ∼ N (αt−1, δ

2I)

3. For each user u, draw a multinomial ψu|z from a Dirich-

let prior γ such that: γt|γt−1 ∼ N (γt−1, ρ
2I)

4. For each resource:

• Draw ηt ∼ N (αt, a
2I)

• For each query element (word) w:

– Draw z ∼ Multinomial(∆(η))

– Draw wt,d,n ∼ Multinomial(∆(βt,z))

5. After the topics convergence, calculate the distribution

ψ
(t)

u|z over users for each topic at slice t in order to cap-

ture the user’s interests at slice t taking into account
the discovered dynamic topics.

The function ∆ maps the multinomial parameters, which
are unconstrained, to its mean parameters, which are on the
simplex:

∆(βt,z)w =
exp(βt,z,w)∑
w exp(βt,z,w)

In the same manner, we consider a natural parameterization
of the multinomial θ as follows:

ηi = log θi
θZ

3.2 Approximate inference
As for the PTM, the true posterior of the DpTM is in-

tractable. But, unlike the PTM case, we can not use the
gibbs sampling because in the sequential setting, the distri-
bution of words for each topic is not conjugate to the word
probabilities. Thus, variational methods [11] are more ap-
propriate for our model.

Variational methods aim to optimize the free parameters
of a distribution over the latent variables q so that this dis-
tribution is close in Kullback-Liebler (KL) divergence to the
true posterior p. Then, this distribution can be used as a
substitute for the true posterior.

Since we do not include the user in the generative process,
the variational distribution for a model with Z dynamic top-
ics and T time windows, is the same as the distribution used
in DTM:

Z∏
z=1

q(βz,1, ..., βz,T |β̂z,1, ..., β̂z,T )

x
∏T
t=1

(∏Dt
d=1 q(θt,d|µt,d)

∏Nt,d

n=1 q(zt,d,n|νt,d,n)
)

where each proportion vector θt,d is endowed with a free
Dirichlet parameter µt,d and each topic zt,d,n is endowed

with a free multinomial parameter νt,d,n and β̂ variables
are observations to a variational Kalman filter [13]. In fact,
the resulting variational approximation for the natural topic
parameters {βz,1, ..., βz,T } incorporates the dynamics and
the approximation can be done based on a Kalman filter.
Therefore, our state space model is:

βt|βt−1 ∼ N (βt−1, σ
2I)

wt,n|βt ∼ Mult(π(βt))

The variational state space model is formed as:

β̂t|βt ∼ N (βt, ε̂
2
t I)

We next use the forward-backward algorithm for the Kalman
filter to compute the expectations for updating the varia-
tional parameters.

As described in [3], the forward mean and variance of the
variational posterior are:

mt ≡ E[βt|β̂1:t]

=

(
ε̂2t

Vt−1 + σ2 + ε̂2t

)
mt−1 +

(
1− ε̂2t

Vt−1 + σ2 + ε̂2t

)
β̂t

Vt ≡ E[(βt −mt)
2|β̂1:t]

=

(
ε̂2t

Vt−1 + σ2 + ε̂2t

)
(Vt−1 + σ2)

with initial conditions specified by fixed m0 and V0.
The backward recursion then calculates the marginal mean

and variance of βt given β̂1:T as:

m̃t−1 ≡ E[βt−1|β̂1:T ]

=

(
σ2

Vt−1 + σ2

)
mt−1 +

(
1− σ2

Vt−1 + σ2

)
m̃t



Ṽt−1 ≡ E[(βt−1 − m̃t−1)2|β̂1:T ]

= Vt−1 +

(
Vt−1

Vt−1 + σ2

)2 (
Ṽt − (Vt−1 + σ2)

)
with initial conditions m̃T = mT and ṼT = VT .

With this forward-backward computation in hand, we op-

timize the variational observations β̂. The minimization of
the KL divergence is equivalent to the maximization of the
bound on the likelihood of the observations using Jensen’s
inequality [11]:

L(β̂) ≥
T∑
t=1

Eq[log p(w t|βt)] + Eq[log p(βt|βt−1)] +H(q)

(1)

where H(q) is the entropy.
Finally, to optimize the variational observations, we need to

compute the derivative
∂L
∂β̂t,w

.

For more details on the calculations, see [3].
This optimization gives us the dynamic topics. Once they
converge, we use them as well as the user’s profile to capture
his/her dynamic topical interests. We consider then, that
the user does not play a part in the generation process of the
model. This is why we have placed in the graphical model, a
distribution which we call the user/topic distribution, that
will be used after obtaining the dynamic topics.

3.3 Calculation of the user/topic distribution
Since we are in the case where the variables are observed

(topics which have converged and users), we use the max-
imum likelihood method to estimate ψu|z (the user/topic
distribution). Indeed, in the case of Bayesian estimation,
the objective is to find the most likely parameters ψ given
the observed data using a priori parameters.

Bayes rule gives us:

L = p(ψ|u, z) ∝ p(u, z|ψ)p(ψ)

∝ p(u|z, ψ)p(ψ)

Since ψ is a multinomial distribution, its conjugate prior
distribution is a Dirichlet distribution whose coefficient is γ.
Thus, for Z topics and U users, L becomes:

L =

Z∏
z=1

U∏
u=1

ψNuz
u|z

Z∏
z=1

U∏
u=1

Γ(Uγ)

Γ(γ)U
ψγz−1
u|z

=
Γ(Uγ)

Γ(γ)U

Z∏
z=1

U∏
u=1

ψNuz+γz−1
u|z

where Γ is the gamma function and Nuz is the count denot-
ing the number of times the topic z appears together with
the user u.
Taking the logarithm of L, we obtain:

logL = log
Γ(Uγ)

Γ(γ)U
+

Z∑
z=1

U∑
u=1

(Nuz + γz − 1) logψu|z (2)

To simplify the calculations, we assume that the Dirichlet
coefficients are equal:

γ1 = γ2 = ... = γZ = γ

We know that:
∑U
u=1 ψu|z = 1.

Thereby:

ψU|z = 1−
U−1∑
u=1

ψu|z

By injecting the last two equations in equation (2), we get:

logL = log
Γ(Uγ)

Γ(γ)U
+

Z∑
z=1

(U−1∑
u=1

(Nuz + γ − 1) logψu|z

+ (NUz + γ − 1) log(1−
U−1∑
u=1

ψu|z)
)

By taking the derivative of this term with respect to ψu|z,
we obtain:

∂ logL

∂ψu|z
=
Nuz + γ − 1

ψu|z
− NUz + γ − 1

1−
∑U−1
u=1 ψu|z

=
Nuz + γ − 1

ψu|z
− NUz + γ − 1

ψU|z

We set this term to zero in order to get the maximum of

ψu|z that we denote ψ̂u|z, we obtain:

N1z + γ − 1

ψ̂1|z
=
N2z + γ − 1

ψ̂2|z
= ... =

NUz + γ − 1

ψ̂U|z

=

∑U
u=1(Nuz + γ − 1)∑U

u=1 ψ̂u|z
=

U∑
u=1

(Nuz + γ − 1)

Thus:

Nuz + γ − 1

ψ̂u|z
=

U∑
u=1

(Nuz + γ − 1)

Finally, we get the expression of the user/topic distribution:

ψ̂u|z =
Nuz + γ − 1∑U

u=1(Nuz + γ − 1)
(3)

This equation will be used next to rank resources according
to the user’s query.

3.4 Predicting resources for new users
The limit of personalization systems is their inability to

handle queries of new users. We propose the following ap-
proach to overcome this limitation:

1. For each new user, generate his/her distribution over
the query elements (vocabulary containing words com-
posing all users’queries) using LDA.

2. Calculate the probability distribution of former users
over the query elements (the same vocabulary size).

3. Calculate the KL divergence between a new user’s dis-
tribution over query elements and each distribution of
former users over the same vocabulary.

4. Select the former user uformer for which the KL diver-
gence is the lowest.

5. Predict resources for the new user using his/her query
and the user/topic distribution of the selected uformer.



3.5 Ranking Online Resources
In this section, we describe formulas for ranking online

resources (products and/or URLs) using the parameters that
were estimated based on the DpTM and the other models.
The ojective is to return to the user a ranked set of resources
(d ∈ D) according to their likelihood given the user’s query
q = {w1, w2, ..., wn} under each model. Initially, we recall
the formula in the case of a non-personalized model (LDA):

p(d|q) ∝ p(d)p(q|d) = p(d)
∏
w∈q

p(w|d)

= π̂d
∏
w∈q

∑
z

p(w|z)p(z|d) (4)

where: π̂d = p(d) = Nd
N

, Nd is the number of words compos-
ing the user’s query, which led to the selection of resource
d and N is the total number of words composing all user
queries.

The ranking formula consists of multiplying a prior on the
probability of the resource (which we denote p(d)) with the
probability of the query given the resource (which we denote
p(q|d)). This latter quantity can be estimated by introduc-
ing latent topics from topic models. Indeed, topic models al-
low to estimate the probability of words given topics p(w|z)
and the probability of topics given resources p(z|d).

In the case of the PTM, we know the queries issued by
a user. Thus, the user’s preferences can be included into
the ranking formula. This means that we rank resources
according to their likelihood given both the query and the
user who made this query as follows:

p(d|q, u) ∝ p(d)
∏
w∈q

p(w, u|d)

= p(d)
∏
w∈q

∑
z

p(w|z)p(u|z)p(z|d)

This personalization model was extended by introducing an
additional parameter λ in the range zero to one, which was
used to weight the probability of a user given a particular
topic p(u|z) as follows:

p̃(d|q, u) = π̂d
∏
w∈q

∑
z

p(w|z)p(u|z)λp(z|d)

The introduction of this new parameter is motivated by the
fact of being able to control the amount of influence that
the user’s topical interests may have on the ranking.

Concerning the DpTM, we also know the time window
at which the user has made his/her query, which we include
into the ranking formula, in addition to that user’s prefences.
Thus, we rank resources according to their likelihood given
the query, the user and the time window at which the user
has made his/her query as follows:

p(t)(d|q, u) ∝ p(t)(d)
∏
w∈q

p(t)(w, u|d)

= p(t)(d)
∏
w∈q

∑
z

p(t)(w|z)p(t)(u|z)p(t)(z|d)

Thus, the resources are ranked according to:

score(t)(d, q, u) = π̂
(t)
d

∏
w∈q

∑
z

β̂
(t)

w|zψ̂
λ(t)

u|z θ̂
(t)

z|d (5)

4. EXPERIMENTS
In this section, we describe the experiments we have con-

ducted on two real-world datasets for personalizing search.

4.1 Datasets

4.1.1 Marketshot dataset
Marketshot1 is a company that generates qualified leads

on the Internet through its websites. The dataset used in
this paper is from the query logs of one of its website that
connects potential buyers with major brands and distribu-
tion networks in the market of mobile telephony2. This web-
site provides information about available products in the
market of mobile telephony. It also provides various search
and comparison tools in order to help the undecided users
to choose the package that interests them the most among
the multitude of available products. The data are based
on a 4-months web log file from December, 2013 to March,
2014. We generate the training data automatically from log
file without any human intervention. To clean the data, we
have kept the queries which resulted in a product selection.
Then, we have selected only the products for which more
than 10 users had clicked on at least once. Moreover, we se-
lected only the users with more than 10 remaining queries.
This preprocessing stage is carried out to ensure that users
have made a significant number of queries and that prod-
ucts were also selected reasonably. The resulting reduced
dataset is described in more detail in Table 1. Our log file
is composed mainly of 7 attributes: the ID of the transac-
tion, the ID of the user session, the mobile provider, the
package, the package features, the user’s query and the date
when the user has made his/her query. Table 2 shows an
example of 3 transactions from this query log. In our ex-
periments, we consider that a product is represented by the
triplet: (Package, Mobile Provider, Package features).

4.1.2 AOL dataset
This publicly available query log dataset [15] is provided to

the research community by AOL search engine3. It consists
of ten files containing nearly 37M lines of data representing
657k users. We focus on the search events happened from
March to May, 2006. Each search event is represented by
a tuple (u, q, t), which means user u issued query q at time
t, and we sort all the search events by their time. Then,
we normalize queries through punctiation-removal and case-
folding. User privacy was protected by analysing results only
over aggregate data. The same preprocessing stage as above
was performed for this dataset. In fact, since this dataset is
huge, we considered arbitrarily one out of the ten available
files and we selected the queries which resulted in a click on
a URL. Then, the URLs for which more than 100 users had
clicked on at least once were selected. Finally, we selected
only those users with more than 100 remaining queries. The
resulting reduced dataset is described in more detail in Table
1.

4.2 Methodology
The cleaned data is separated in two subsets: training

subset (∼ 95% of data) and testing subset (∼ 5% of data).

1http://www.marketshot.fr
2http://www.choisirsonforfait.com/
3http://search.aol.com



Marketshot Dataset AOL Dataset

Queries 1,933 Queries 65,616

Users 130 Users 1,190

Products 174 URLs 237

Vocabulary size 223 Vocabulary size 22,162

Table 1: Datasets features.

Id Id session Package Mobile Provider Package features date user’s request
3 73f08ee8 Mobile plan 1 Mobile Provider A 2-years contract 2013-01-15 11:57:22 1 hour of calls, cell phone
2 ce77d6fb Mobile plan 2 Mobile Provider B 2 hours plan 2013-01-15 11:57:15 30 minutes of calls
1 08f43fc9 Mobile plan 3 Mobile Provider C unlimited calls 2013-01-15 11:56:43 unlimited calls and sms

Table 2: Log file format.

We have selected the last queries of each user for testing,
to respect the order in which the queries were made. This
means that the training and testing subsets follow the same
chronological order.

Concerning the parameter setting, we set the hyperpa-
rameters α and γ to be 50/Z and 0.1 respectively, where Z
is the number of topics.

We calculate the scores defined above for a user/query
pair and for a specific time window in the cases of DpTM
and DTM, and rank the resources accoding to the values of
these scores. We consider that a ranked resource is relevant
if it is the same one the user had actually selected. In fact,
we identified the resources selected by users during the test
phase. These resources are stored as ground truth. Then,
we predicted resources for the test web user sessions using
DpTM, PTM, LDA and DTM. Finally, we compared the
lists obtained by these models with the ground truth. By
doing this, we introduce the user profile in the analysis of
the results, since the ranking relevance depends on the user
and it is not generated by evaluators as it is the case for
other approaches.

We evaluate the rankings by calculating three standard
measures in the field of information retrieval: the Precision,
the Mean Reciprocal Rank and the Mean Average Precision.
We report these measures up to rank 10, since in information
retrieval, it is valuable that pertinent resources appear early
in the ranked lists.

In order to make the results more significant, we propose
to evaluate 8 models:

• LDA as a static non-personalized model.

• PTM as a static personalized model.

• DTM-d as a dynamic non-personalized model with a
1-day time window.

• DTM-w as a dynamic non-personalized model with a
1-week time window.

• DTM-m as a dynamic non-personalized model with a
1-month time window.

• DpTM-d as a dynamic personalized model with a 1-
day time window.

• DpTM-w as a dynamic personalized model with a 1-
week time window.

• DpTM-m as a dynamic personalized model with a 1-
month time window.

On the other hand, to evaluate the ranking relevance glob-
ally rather than the relevance of the top-10 results, we use
the Canberra distance [12]. In addition, we assess the im-
pact of the parameter λ introduced to allow control over the
amount of influence the user profile has on the results’scores,
as well as the impact of the difficulty of queries.

Finally, in order to determine if the dynamics is improving
the ranking performance, we report a metric that we call the
dynamic personalization gain (which we denote dP-Gain).
This metric compares the number of times the DpTM im-
proves the ranking (which we denote #better) to the number
of times it worsens it (which we denote #worse). A simple
expression of this equation is given by:

dP-Gain =
#better −#worse

#better + #worse

When the value of this metric is 0, then there is no change
between the DpTM and the other models, when it is positive,
this means that our model improves the ranking and when
it is negative, the ranking is deteriorated.

5. RESULTS

5.1 Top-K products-based evaluation
Tables 3 and 4 show the results of the ranking experiments

for the 8 models on the two datasets. Firstly, we notice a
net improvement in the performance of DpTM compared to
the PTM, especially when considering a 1-day time window.
This improvement is shown through the three measures in-
troduced above. This result can be explained by the fact
that our model is Markovian, ie the topics at time t have
evolved and enriched from the topics at time t − 1. More-
over, the granularity has an important role in improving the
performance. In fact, the model quality is better for re-
stricted time windows since this allows to regularly update
topics and consequently the user’s interests.

Secondly, we see a clear improvement in the mean recipro-
cal rank. We recall that the reciprocal rank of a query is the
multiplicative inverse of the rank of the first correct answer
and that the mean reciprocal rank is the average of the re-
ciprocal ranks of results for a set of queries. This means that
if the first relevant product is first-ranked, then the recipro-
cal rank is equal to 100%, and if the first relevant product
is second-ranked, then the reciprocal rank is equal to 50%.
The mean reciprocal rank obtained by the DpTM exceeds
70%, which means that the resource it proposes to the user is



Number of Topics
Measures Models 10 20 30 40 50 60 70 80 90 100

Precision (%)

LDA 31.38 32.37 35.95 36.82 37.63 36.83 37.51 39.87 36.72 36.38
DTM-d 72.89 73.72 73.20 72.99 73.22 73.07 72.06 71.20 72.84 72.81
DTM-w 38.20 39.41 38.10 37.78 41.55 39.20 39.96 40.86 38.85 37.32
DTM-m 35.20 38.71 36.50 36.89 35.33 37.78 37.68 39.06 37.55 36.37
PTM 30.81 33.58 37.81 39.67 38.23 36.67 39.88 38.89 41.51 37.72

DpTM-d 75.54 74.84 73.31 74.29 73.39 73.49 74.10 72.25 72.31 73.61
DpTM-w 40.11 40.36 39.86 39.38 43.69 39.80 40.28 38.55 42.85 41.13
DpTM-m 35.39 36.16 37.99 37.55 39.15 38.99 38.11 38.58 37.77 36.21

Mean Reciprocal Rank (%)

LDA 43.04 55.95 55.80 62.64 63.69 65.67 58.13 67.22 63.51 55.71
DTM-d 73.81 76.27 76.13 77.29 76.50 76.45 75.31 70.95 72.91 74.85
DTM-w 51.77 55.11 60.32 67.38 61.44 65.26 69.36 68.78 67.62 64.53
DTM-m 49.67 53.92 59.95 61.97 58.15 64.30 65.16 65.47 63.60 59.87
PTM 45.46 56.32 65.98 68.46 65.17 66.49 59.69 67.66 70.27 61.19

DpTM-d 78.57 79.22 77.05 77.20 77.32 77.81 75.78 77.60 73.61 76.72
DpTM-w 56.77 57.80 67.58 70.40 70.30 65.09 69.94 70.51 71.24 67.55
DpTM-m 52.19 53.77 62.35 67.55 68.40 64.09 65.98 68.22 70.58 61.06

Mean Average Precision (%)

LDA 38.36 45.07 47.25 47.12 54.49 51.12 48.43 54.63 49.83 51.14
DTM-d 75.04 77.71 77.66 77.02 76.46 77.51 76.42 73.25 74.88 75.63
DTM-w 42.41 46.69 47.94 49.75 60.02 62.47 55.28 56.66 55.28 54.03
DTM-m 39.88 45.75 45.33 48.51 54.72 52.37 53.17 54.85 49.47 48.96
PTM 39.49 47.70 51.54 47.68 55.66 53.97 51.14 52.99 57.10 53.48

DpTM-d 78.88 78.65 78.44 78.20 77.88 78.47 76.53 78.03 75.12 77.42
DpTM-w 45.76 48.09 53.96 55.92 63.91 65.04 59.23 56.88 57.88 57.08
DpTM-m 40.83 46.95 50.29 50.55 58.33 57.59 55.38 54.97 55.72 51.22

Table 3: Non-Personalized Models (LDA, DTM-d, DTM-w, DTM-m) vs Personalized Models (PTM, DpTM-d, DpTM-w,
DpTM-m): Ranking performance of the 8 models on the test set over all Marketshot queries (λ = 0.15).

Number of Topics
Measures Models 10 20 30 40 50 60 70 80 90 100

Precision (%)

LDA 44.16 41.44 42.84 46.17 45.69 45.14 44.73 45.80 45.11 44.81
DTM-d 64.28 66.57 65.83 68.81 69.14 68.15 67.77 66.39 65.18 65.27
DTM-w 53.22 55.40 55.18 56.72 55.14 55.85 56.90 54.48 52.26 52.45
DTM-m 45.84 44.74 45.72 47.28 46.24 45.38 44.64 44.82 43.65 44.27
PTM 48.19 47.50 51.92 55.56 55.21 55.38 53.18 52.84 51.19 50.77

DpTM-d 72.44 72.18 72.51 73.20 72.56 72.11 71.74 71.92 70.85 70.17
DpTM-w 56.72 56.10 57.28 58.48 58.72 57.14 57.28 56.75 56.27 56.88
DpTM-m 49.57 50.10 50.94 51.24 51.86 51.18 50.75 50.16 49.83 48.17

Mean Reciprocal Rank (%)

LDA 38.04 41.25 42.18 44.84 44.17 42.57 42.29 41.63 40.94 40.55
DTM-d 61.27 61.98 62.45 63.20 62.86 62.42 61.75 61.49 60.96 60.63
DTM-w 50.82 51.42 51.38 52.76 54.29 55.61 54.74 53.62 53.54 52.18
DTM-m 46.80 46.17 46.88 48.10 49.35 49.20 48.38 47.73 46.81 45.94
PTM 39.78 41.27 42.98 44.75 45.68 46.15 46.74 45.86 45.26 45.58

DpTM-d 64.85 65.36 66.01 67.19 67.92 67.26 66.29 66.18 65.75 65.34
DpTM-w 55.26 56.37 56.28 57.48 57.91 57.65 56.43 56.03 55.75 54.83
DpTM-m 51.54 51.79 52.36 52.15 53.47 54.08 54.74 54.18 53.56 53.28

Mean Average Precision (%)

LDA 45.73 46.19 48.38 49.82 51.31 51.08 50.25 51.26 50.92 50.48
DTM-d 66.18 66.73 67.58 69.01 69.72 69.21 68.58 68.11 67.80 67.62
DTM-w 55.89 56.17 57.28 58.98 60.21 61.50 60.74 59.84 58.72 58.65
DTM-m 49.11 50.73 51.28 52.37 52.04 51.82 51.10 50.86 49.68 49.12
PTM 50.12 51.64 52.33 53.61 54.73 53.81 53.10 52.76 52.09 52.18

DpTM-d 73.10 74.05 74.38 74.79 73.41 73.05 72.40 72.15 71.58 71.26
DpTM-w 54.94 55.48 55.20 56.77 57.24 57.11 56.84 56.22 55.76 55.42
DpTM-m 50.10 50.56 51.87 50.91 51.28 51.64 51.30 50.96 50.12 50.82

Table 4: Non-Personalized Models (LDA, DTM-d, DTM-w, DTM-m) vs Personalized Models (PTM, DpTM-d, DpTM-w,
DpTM-m): Ranking performance of the 8 models on the test set over all AOL queries (λ = 0.15).
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Figure 2: The effect of varying the λ parameter on the ranking algorithms: (Left) Results for the Marketshot
dataset (Right) Results for the AOL dataset.

broadly either ranked first or second. In addition, to avoid
varying the number of topics in each experiment, we pro-
pose to use the Hierarchical Dirichlet Processes (HDP) [21]
in order to automatically infer the number of topics. This
enabled us to obtain 20 topics with respect to the Market-
shot dataset and 40 topics with respect to AOL dataset. For
the following experiments, we will consider these numbers of
topics when running the models.

5.2 Global ranking evaluation
In order to analyze the relevance of the ranked resources

globally and not only the top-10 products, we propose to
evaluate the ranked products/URLs obtained from the PTM
and the DpTM using the Canberra distance. In fact, the
Canberra distance is a metric that measures the disarray for
ranking lists, where rank differences in the top of the lists
are more penalized than those at the end of the lists. Given
two real-valued vectors l,m ∈ Rn, their Canberra distance
is defined as follows:

Ca(l,m) =

N∑
i=1

|li −mi|
|li|+ |mi|

(6)

First, we compute the Canberra distance between the
ranking given by the PTM and the ground truth. Second, we
compute the Canberra distance between the ranking given
by the DpTM and the ground truth (by varying the time
window). The ground truth is obtained by considering re-
sources that had been actually selected by users. Then, we
calculate the difference between the two Canberra distances
(PTM vs DpTM-d; PTM vs DpTM-w and PTM vs DpTM-
m) in order to capture the number of times the DpTM is
closer to the ground truth than the PTM. Table 5 shows the
obtained results taking into account 3 time windows.

Datasets DpTM-d DpTM-w DpTM-m
Marketshot 39.78 % 29.17 % 13.04 %

AOL 34.06 % 30.49 % 22.32 %

Table 5: Gain evolution according to the Canberra dis-
tance.

The results show that the global ranking has improved
whatever the time window. However, we notice again a clear
improvement when considering a 1-day time window.

5.3 The effect of λ
The parameter λ was introduced into the ranking for-

mula for the personalized model to allow control over the
amount of influence the user profile has on the products
scores. We tested the effect of this parameter within the
range of {0, 0.05, ..., 0.30}, where the extreme setting λ = 0
should collapse the DpTM back to the same estimates as
DTM, and the PTM will have the same estimates as LDA.
In this experiment, we make use of models consisting of 20
topics for the Marketshot dataset and 40 topics for the AOL
dataset. Figure 2 shows the obtained result. We notice that,
for almost all values of λ, the dynamic approach gives bet-
ter performance for every time window, particularly when
λ = 0.15. Indeed, our model can achieve a performance
gain of 60%.

5.4 The effect of the query difficulty
In this section, we analyze the influence of the query dif-

ficulty on the performance improvement. When a given
user/query pair had been observed before, we can use this
information about prior clicks by assuming that the user
will again click on the same results as before. However, in
most cases, the user/query pair will be novel and we will not
have such prior information to exploit. When the query has
been observed many times before, but always by other users,
we are still able to use this information to provide a good
ranking. We introduce a measure called the click entropy to
identify such unambiguous queries. The click entropy of an
observed query q is defined as follows:

Hq =
∑

d∈D(q)

−p(d|q) log2 p(d|q)

where D(q) is the set of the selected results given the query q
and p(d|q) is the frequency with which resource d was clicked
amongst all the clicked resources given the query q. The en-
tropy values vary in the range zero to the logarithm of the
number of distinct resources clicked on for a query. Con-
sequently, the range of values depends on the query. This
makes the comparison of click entropy values across queries
complicated. To deal with this issue, we will use, in our
experiments, normalized entropy values instead, where the
range of values is limited to [0, 1]. This new measure is de-
fined as follows:

Ĥq =
Hq

log2 |D(q)|
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Figure 3: The effect of query ambiguity on the ranking algorithms taking into account the time window:
(Top) Results for the Marketshot dataset (Bottom) Results for the AOL dataset.

We calculated this measure for all queries. We separated the
queries into two groups: queries for which this measure is
lower than 0.5 (∼ 55% of data for the Marketshot dataset;
and ∼ 52% of data for the AOL dataset) and queries for
which this measure is greater than 0.5. Then we calcu-
lated the dP-Gain for each of the two groups that contain
test queries. Figure 3 shows how the performance of the
DpTM changes as the normalized click entropy of the queries
evolves.

We notice that the dP-Gain increases as the click entropy
increases. For example, in the first case, the gain improve-
ment for the DpTM-d with respect to LDA (for the Market-
shot dataset) reaches 38% for queries whose normalized click
entropy is greater than 0.5 and it drops to 30% for queries
whose normalized click entropy is lower than 0.5. We note
the same observations concerning the other time windows,
but with lower values of the gain. The conclusion of this
experimentation is that the dP-Gain increases as the nor-
malized click entropy increases and that the time dyanmics
enables performance improvement.

5.5 Predictions for new users
Unlike the first experiment where the personalization task

required a particular separation of data (users in the test set
must have appeared in the training set), in this section, we
divide the data randomly (∼ 95% for training, ∼ 5% for
testing). Then, we apply the procedure described in sec-
tion 3.4 and we compare the DpTM-d to LDA and DTM-d
since the best performances are obtained when using a 1-day
time window model (PTM can not perform this task). We
aplied again the HDP to automatically determine the num-
ber of topics, we found 18 topics for the Marketshot dataset
and 34 topics for the AOL dataset. Again, we compute the
precision, the mean reciprocal rank and the mean average
precision. We report these measures up to rank 10. Table
6 shows the obtained results. We notice that our model can
not only overcome the PTM limitation, but can also pre-
dict resources for users who have not previously issued any
query.

6. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a dynamic topic model

that builds user profiles according to their search criteria
on two real-world websites. These profiles are then used
to personalize search. The contribution of this work is on
the one hand to model both the user’s interests and the
dynamics, and on the other hand, to deal with new users.

The experiment was conducted on two different datasets
to treat search queries which extend over wide areas of re-
search, with a rich array of different topics in which users
are likely to be searching over an extended period of time
with changing interests. We observed that the user’s inter-
ests change over time and the proposed model gives a great
advantage in terms of performance, memory management
and news updating.

We compared the DpTM with other models and evalu-
ated its performance in terms of efficiency ranking. The
results show that our model outperforms the others, espe-
cially when considering a 1-day time window, due to the
Markovian nature of the DpTM. We also evaluated perfor-
mances of our model using a query difficulty metric, which
is the click entropy. Again, our model performs well with a
gain of up to 40% for queries for which the normalized click
entropy is greater that 0.5. Finally, the λ parameter which
was introduced to control the amount of influence that the
user’s topical interests have on the ranking, enables to get a
gain of up to 60%.

In our future work, we plan to analyze other families of
function, which allow to control the influence of the user’s
topical interests on the ranking, with the objective to im-
prove the gain. In addition, we intend to introduce time
dynamics under a non-Markovian fashion.
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